ECE 5273
Test 2

Wednesday, May 11, 2011
10:30 AM - 12:30 PM

Spring 2011 Name.. SOLUTION

Dr. Havlicek Student Num:

Directions: This is an open notes test. You may use a clean copy of the course notes as
published on the course web site. Other materials are not allowed. You have 120 minutes to

complete the test. All work must be your own.

SHOW ALL OF YOUR WORK for maximum partial credit!

GOOD LUCK!

SCORE
1. (28)
2. (12)
3. (20)
4. (20)
5. (20)

TOTAL (100):

On my honor, I affirm that I have neither given nor received inappropriate aid in the completion of this test.

Name: Date:




1. 28 pts. True or False. Mark True only if the statement is always true.

TRUE FALSE

v

(a) 2 pts. If two images are discrete and periodic with the
same period, then their wraparound convolution equals
their linear convolution.

(b) 2 pts. To implement the linear convolution of two 256 x
256 digital images by multiplying DFT’s, it is generally
necessary to zero pad both images to a size of 512 x 512.
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(c) 2 pts. For convolving two N x N digital images, multi-
plying DFT’s instead of directly implementing the con-
volution reduces the computational complexity from N*
to N?log N2.

(d) 2 pts. A major problem with watershed algorithms is
that they tend to oversegment the image.

(e) 2 pts. High-pass filters are typically used to enhance
image details and remove blur.

(f) 2 pts. Homomorphic filtering can be used to transform a
multiplicative noise problem into an additive noise prob-
lem.

(g) 2 pts. For the linear image restoration problem, the
Wiener filter is not of much interest unless there is a
blur. '

(h) 2 pts. Edge thinning and edge linking are not required
after application of the LoG edge detector.

(i) 2 pts. The gradient-based edge detectors are generally
less sensitive to noise than the Laplacian-type edge de-
tectors.
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(3) 2 pts. One disadvantage of gradient-based edge detec-
tors is that they usually depend on a threshold that must
be selected empirically.




Problem 1, cont. ..
TRUE FALSE

v/

(k) 2 pts. For removing additive white noise, the main ad-
vantage of anisotropic diffusion is that the diffusion co-
efficients tend to inhibit averaging of pixels across edge
boundaries, thereby smoothing the noise while preserving
edges better than a linear low-pass filter.

\/ (1) 2 pts. The inner average filter is robust (nearly optimal)
for removing both Laplacian and Gaussian additive noise.

\/ (m) 2 pts. The basic idea behind DPCM is that pixel differ-
encing tends to reduce the entropy of typical images like

lena or cameraman.

(n) 2 pts. Any positive Boolean function can be used to
define a Stack Filter.




2. 12 pts. Short Answer.

(a) 3 pts. Briefly explain the data constraint, the smoothness constraint, and their

role in image regularization.

— The received meqe 18 J = G%L +IN, where I 15 the &W&@m%a
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(b) 3 pts. Briefly explain how the Sobel edge detector is different from the Prewitt
edge detector.
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Problem 2, cont. ..

(c) 4 pts. For the window SQUARE(9), give the filter weights (coefficients) A? for
the following OS filters:

Median Filter: AT = E 00 0 O i o 6 6 0 jT

EROSION: AT=[iOOCDQc:)Q@ fi)jT
DILATION: A= [0O0 0 © © 0 0y ij‘!@:’“
INNER_AVE;: AT = C@%ég%} »:% s;% é} :%. @‘]T
p=3

2Pl =1

(d) 2 pts. Briefly explain why the gray scale morphological ERODE and DILATE

operations are only approximate inverses of one another.
—Erode shewmks lame objects goad eliminates objects H.aF
are swmaller tHan the S’km,f%u.waj element.

- Dilkte enlarges all ovjects and @lminates swali gaps and bays.
B, Evode and Dilite Swouoth the gray levels.

— A crose operation applies Dilation Lollowed L'j Em?%%&m
Larqe ob jects are @ﬂ&afﬁ.gd and then Shrunk so “Haat therr
overall size doesn't change much. But the grey f'fvﬁfs Gre
CL\&&?@A CSM&@’?‘“@\@!), {“@N‘i‘,@?ﬁf; Imall ﬁfzpﬁ‘ ane é@y? dre
are permanently Ltled in by the Dilaticn | while swmall
&Lj@{*‘%’ﬁ W&%ﬁﬁii?j ;{3@%?%%@; lve g}@f*‘mmw.%é{ r‘“@wévﬁd éﬁf‘

He Ervsion, Thus, the Dilation and Erosion are an by
approimate inverres, |

~ An an@,iajﬁwf d,ttaf &fﬁﬁummﬁ’ 475,3/@3; &f @F’S"’:M WLU’@A I's
Evosion {Lollowed by ﬁ;’faﬁ’m,



3. 20 pts. Consider the 1D “image” (signal) I = [3 24 1 3]. Thus, I(0) = 3, I(1) = 2,
.. I(4) = 3. This image has three-bit pixels.

()

6 pts. Apply a three-point gray scale morphological EROSION to I to obtain
the result J = ERODE[I, ROW(3)]. Handle edge effects by replication. Show the

result “image” J.

= 3|32413|3

I
J = (22117

(b)

g

14 pts. Now obtain the same result by implementing the EROSION filter as
a stack filter. Hint: compute the binary signals that make up the threshold
decomposition of I, apply a binary EROSION filter to each threshold signal, and
then combine the results using the stacking property to get the final gray scale

answer.
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4. 20 pts. Pixels in the 6 x6 image I shown below take values in the range {0,1,2,...,99}.
The image is sent through a communication channel where it is corrupted by additive

noise. The received image J is also shown below.
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Design a nonlinear filter to restore the received image by attenuating the noise. Handle
edge effects by replication. Explain your solution. Show the restored image K below
and compute the ISNR. There is workspace on the following page.

The roise introduces positive spikes Het heed Ho be removed.
But the image cortains hequtive spikes Huit head 1o be retuined.
S0 we peed o use an asymmetric Smopthe That attenuqs tes
Pes tive gpikeg M To minimize distortion, e neecl 4
WIE 4 Small 2D window. WUSE OPEN wif, B= CRoSS(S).

Show the restored image here:
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5. 20 pts. Gray scale digital images I with 3 bits per pixel and gray levels in the range

{0, 1, ..., 7} are modeled as coming from an information source with the following
source symbol probabilities (normalized histogram):
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(a) 14 pts. Design a Huffman code to encode these images.
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Problem 5 cont. ..

(b) 3 pts. Find the expected BPP (bits per pixel) and CR (compression ratio) for
the coded images C(I).

Or(ﬂ mal BPP= 3

Coded BPP = 4(7a)+4 54)+2,( )FE(M-)%( AV (z)f-dr(éz)
= 44442 +52 + b+p+32 4 8

&4
= 6124432 o vpr o324+ 8
64

24
" 7;‘5(‘»2.09375

CR= 2— = | 43)84

2,09375 Pt

(¢) 3 pts. Does your code achieve the theoretical lower bound on BPP for the coded
images? Explain why or why not.

No, The source SyMA&} \\j—ﬁ hac F’*‘i’g@g“;ﬁ? ’Eﬁ.

whicly i< {\_ff__j; on 3‘M%@§@r Power of 2.

11



